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ABSTRACT 

Leukemia, a hematologic malignancy characterized by the uncontrolled proliferation of white blood 

cells (WBCs), necessitates accurate classification for effective diagnosis and treatment planning. 

Traditional manual methods of WBC classification are time-consuming and subject to human error, 

prompting the development of automated systems. Recent advancements in machine learning, 

particularly deep learning, have significantly enhanced the accuracy and efficiency of WBC 

classification. This paper reviews the evolution of automated WBC classification systems, examines 

existing configurations, and proposes a novel methodology to improve classification performance. The 

proposed system integrates convolutional neural networks (CNNs) with advanced image preprocessing 

techniques to achieve high accuracy in classifying various leukemia subtypes. 

KEYWORDS: Leukemia, white blood cells, classification, machine learning, deep learning, 
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I.INTRODUCTION 

Leukemia is a group of blood cancers that 

originate in the bone marrow and result in 

the overproduction of abnormal white 

blood cells. These malignant cells can 

interfere with the body's ability to produce 

normal blood cells, leading to symptoms 

such as fatigue, increased risk of infection, 

and easy bruising or bleeding. Leukemia is 

broadly classified into four main types: 

Acute Lymphoblastic Leukemia (ALL), 

Acute Myeloid Leukemia (AML), Chronic 

Lymphocytic Leukemia (CLL), and 

Chronic Myeloid Leukemia (CML), each 

with distinct clinical and morphological 

characteristics. 

Accurate classification of leukemia is 

crucial for determining the appropriate 

treatment regimen and assessing prognosis. 

Traditionally, this classification has relied 

on manual examination of blood smears by 

trained hematologists, a process that is not 

only labor-intensive but also susceptible to  

inter-observer variability and human error. 

To address these challenges, researchers 
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have turned to automated systems that 

utilize machine learning and image 

processing techniques to classify white 

blood cells with greater accuracy and 

efficiency. 

Automated WBC classification systems 

typically involve several key steps: image 

acquisition, preprocessing, feature 

extraction, and classification. In the image 

acquisition phase, high-resolution images 

of blood smears are captured using 

microscopes equipped with digital cameras. 

Preprocessing techniques, such as noise 

reduction and contrast enhancement, are 

then applied to improve the quality of the 

images. Feature extraction involves 

identifying and quantifying relevant 

characteristics of the white blood cells, such 

as size, shape, and texture. Finally, 

classification algorithms, including support 

vector machines, decision trees, and deep 

learning models, are employed to 

categorize the cells into their respective 

types. 

The integration of machine learning into 

leukemia classification offers several 

advantages over traditional methods. These 

include increased processing speed, the 

ability to handle large datasets, and the 

potential for identifying subtle patterns that 

may be overlooked by human observers. 

Moreover, machine learning models can be 

trained to recognize a wide variety of cell 

types, including atypical or rare forms, 

thereby enhancing the comprehensiveness 

of the classification process. 

Despite these advancements, challenges 

remain in the development of robust and 

generalizable classification systems. 

Variability in image quality, differences in 

staining techniques, and the presence of 

overlapping cell types can complicate the 

classification process. Furthermore, the 

interpretability of machine learning models 

is often limited, making it difficult for 

clinicians to understand the basis of the 

model's decisions. Addressing these issues 

requires ongoing research and innovation in 

both the technical and clinical aspects of 

leukemia classification. 

This paper aims to provide a 

comprehensive overview of the current 

state of automated leukemia classification, 

highlighting existing methodologies, 

identifying challenges, and proposing 

potential solutions to enhance the accuracy 

and reliability of these systems. 

 

II.LITERATURE SURVEY 

The field of automated white blood cell 

classification has seen significant 

advancements over the past few decades, 

driven by developments in machine 

learning, image processing, and 

computational biology. Early approaches 

primarily focused on traditional machine 

learning algorithms applied to handcrafted 

features extracted from cell images. These 

methods included techniques such as edge 

detection, texture analysis, and 

morphological measurements to 

characterize cell shapes and structures. 

Algorithms like support vector machines 

(SVM), k-nearest neighbors (KNN), and 

decision trees were commonly employed 

for classification tasks. 

However, these traditional methods often 

faced limitations due to the complexity and 
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variability of cell images. They required 

extensive feature engineering and were 

sensitive to variations in image quality and 

staining conditions. The advent of deep 

learning, particularly convolutional neural 

networks (CNNs), revolutionized the field 

by enabling end-to-end learning directly 

from raw image data. CNNs automatically 

learn hierarchical features from images, 

reducing the need for manual feature 

extraction and improving classification 

performance. 

One notable contribution is the 

development of the ALLNet model, a 

hybrid CNN architecture combining 

elements of VGG, ResNet, and Inception 

networks. This model demonstrated 

superior performance in classifying white 

blood cells associated with Acute 

Lymphoblastic Leukemia, achieving high 

accuracy and sensitivity metrics. Similarly, 

other studies have explored the use of pre-

trained models and transfer learning to 

leverage large-scale datasets and improve 

classification outcomes. 

In addition to CNN-based approaches, 

researchers have investigated the use of 

ensemble methods and hybrid models that 

integrate multiple machine learning 

techniques. These models aim to capitalize 

on the strengths of different algorithms to 

enhance classification accuracy and 

robustness. For instance, combining CNNs 

with recurrent neural networks (RNNs) or 

incorporating attention mechanisms has 

been explored to capture temporal and 

spatial dependencies in cell images. 

Another area of interest is the application of 

explainable artificial intelligence (XAI) 

techniques to improve the interpretability of 

classification models. Understanding the 

rationale behind a model's decision-making 

process is crucial in clinical settings, where 

transparency and trust are paramount. 

Methods such as saliency maps, class 

activation mapping, and feature 

visualization have been employed to 

provide insights into the regions of the 

image that influence the model's 

predictions. 

Despite these advancements, challenges 

persist in the development of automated 

leukemia classification systems. Issues 

such as class imbalance, variability in cell 

morphology, and the need for large 

annotated datasets continue to pose 

obstacles. Additionally, the integration of 

these systems into clinical workflows 

requires careful consideration of regulatory 

standards 

 

III. EXISTING 

CONFIGURATION 

Current systems for the classification of 

leukemia-related white blood cells (WBCs) 

utilize a range of image processing and 

machine learning tools. At their core, these 

systems consist of several sequential 

modules: image acquisition, preprocessing, 

segmentation, feature extraction, and 

classification. One widely adopted method 

uses digital microscopy to capture blood 

smear images at various resolutions. These 

images are then subjected to preprocessing 

algorithms to enhance contrast and remove 

artifacts. Histogram equalization, Gaussian 

blurring, and color normalization are often 

employed to standardize data and eliminate 

noise. 



507 Pegem Journal of Education and Instruction, ISSN 2146-0655 

CLASSIFICATION OF LEUKEMIA WHITE BLOOD CELLS 

 

  
 
 

Segmentation is a critical stage in existing 

configurations. Accurate delineation of 

WBCs from red blood cells (RBCs) and the 

background is necessary for proper 

classification. Traditional segmentation 

methods such as Otsu's thresholding, 

watershed segmentation, and k-means 

clustering have been widely used. 

However, they often suffer from 

overlapping cells and inconsistent 

boundaries. As a result, more advanced 

methods based on deep learning, such as U-

Net and Mask R-CNN, have been 

incorporated to improve segmentation 

accuracy. 

For feature extraction, existing systems 

either rely on handcrafted features—such as 

area, perimeter, roundness, and texture 

features like GLCM—or allow 

convolutional neural networks (CNNs) to 

learn features automatically. Handcrafted 

features are fed into classical machine 

learning classifiers like Support Vector 

Machines (SVM), Decision Trees (DT), 

Random Forest (RF), or K-Nearest 

Neighbors (KNN). On the other hand, deep 

learning-based approaches allow feature 

extraction and classification to be part of a 

unified process using architectures like 

VGGNet, ResNet, DenseNet, or custom 

CNNs. 

For instance, a study by Rehman et al. 

(2018) developed a CNN-based system to 

classify WBCs for leukemia detection and 

achieved over 90% accuracy using 

segmented nuclei. Likewise, Mohapatra et 

al. (2013) employed a hybrid approach 

using morphological operations and SVM 

to classify leukemic cells with promising 

results. More recent studies have begun 

using transfer learning to benefit from pre-

trained models on large datasets, which 

improves accuracy and reduces training 

time. 

Several public and private datasets have 

supported these configurations. The ALL-

IDB dataset is one of the most cited 

databases for acute lymphoblastic 

leukemia, providing labeled images for 

training and evaluation. Other datasets such 

as Raabin-WBC and the C-NMC dataset 

offer diverse examples of leukemic and 

normal cells under various conditions. 

Despite notable progress, these 

configurations face challenges. Many 

models lack generalizability across datasets 

due to overfitting on specific staining 

techniques or imaging protocols. 

Furthermore, deep learning models require 

large amounts of annotated data, which is 

expensive and time-consuming to acquire 

in the medical domain. Therefore, existing 

configurations, while advanced, are still 

being refined to improve robustness, 

interpretability, and adaptability in real-

world clinical settings. 

IV. METHODOLOGY 

The methodology followed in this study 

involves an end-to-end pipeline for the 

automated classification of leukemia 

WBCs using a deep learning framework. 

The pipeline comprises several phases: 

dataset acquisition, preprocessing, 

augmentation, segmentation, model 

architecture selection, training, validation, 

and evaluation. 

The dataset used for experimentation is the 

C-NMC leukemia dataset, which consists 

of labeled images of leukemic and normal 
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white blood cells. To ensure uniformity, all 

images are resized to a fixed dimension of 

224x224 pixels. Preprocessing involves 

removing background noise using 

morphological filters and converting 

images to grayscale or using color 

normalization when necessary. Histogram 

equalization is applied to enhance contrast. 

Since the dataset is moderately imbalanced, 

data augmentation techniques are employed 

to generate additional training samples. 

These include rotation, flipping, zooming, 

shifting, and contrast adjustments. This 

process not only increases the size of the 

dataset but also improves the model’s 

robustness to variation in cell orientation 

and lighting conditions. 

Following preprocessing and 

augmentation, the next stage is 

segmentation. A U-Net-based model is 

used to segment the nucleus of the white 

blood cells. This helps in isolating the 

region of interest and minimizes the 

influence of surrounding artifacts. The 

segmented images are then passed into a 

convolutional neural network for 

classification. 

For the classification task, a transfer 

learning approach is adopted using a 

modified ResNet-50 model. The final dense 

layer is replaced with a custom classifier 

comprising fully connected layers and a 

Softmax activation function to output 

probability scores for three classes: 

lymphoblast (leukemia), myeloblast 

(leukemia), and normal WBCs. 

The model is compiled using categorical 

cross-entropy as the loss function and 

Adam optimizer for gradient descent. A 

learning rate scheduler is applied to reduce 

the learning rate when the validation loss 

plateaus. The training is conducted over 50 

epochs with early stopping to prevent 

overfitting. 

Performance metrics such as accuracy, 

precision, recall, F1-score, and area under 

the receiver operating characteristic (ROC) 

curve are used for evaluation. Confusion 

matrices are plotted to analyze class-wise 

performance. The training and validation 

loss are monitored to ensure convergence. 

V. PROPOSED 

CONFIGURATION 

While existing systems have made 

significant progress, they often suffer from 

issues such as limited interpretability, 

domain-specific overfitting, and challenges 

in handling multiclass classification. To 

address these limitations, a novel 

configuration is proposed in this study that 

integrates advanced preprocessing, hybrid 

segmentation, and a dual-branch deep 

learning architecture. 

In the proposed configuration, 

preprocessing goes beyond conventional 

normalization by integrating adaptive 

histogram equalization and stain color 

normalization, ensuring the system is 

invariant to differences in slide preparation 

and imaging conditions. A new 

segmentation approach is proposed that 

combines traditional morphological 

segmentation with a lightweight Mask R-

CNN model, allowing better performance 

even when the background is cluttered or 

when cells overlap. 
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The core of the proposed classification 

framework is a dual-branch CNN model. 

One branch is designed to process whole-

cell images while the other focuses on 

segmented nucleus regions. The rationale is 

that global and localized features both 

contribute to effective classification. The 

two branches extract features 

independently, and the results are merged in 

a concatenation layer before being passed 

through the classification head. 

The architecture draws from ResNet-50 for 

the whole-cell branch and MobileNetV2 for 

the nucleus branch. This combination 

balances performance with computational 

efficiency. A feature fusion module ensures 

that complementary features from both 

streams are captured and utilized 

effectively. The final classification layer 

uses a Softmax function to output 

probabilities for four classes: ALL, AML, 

CLL, and normal WBC. 

For training, the model is fed with a 

combination of raw and segmented images, 

enhancing its ability to generalize. A hybrid 

loss function is employed that combines 

focal loss (to address class imbalance) and 

cross-entropy loss. Transfer learning is 

applied, and the model is fine-tuned on the 

target dataset after initial training on 

ImageNet. 

Validation is conducted using a 10-fold 

cross-validation approach to ensure 

robustness. A stratified split guarantees 

balanced class representation in each fold. 

The model’s interpretability is enhanced 

using Grad-CAM visualizations that 

highlight the regions most responsible for 

its predictions, allowing pathologists to 

verify the decision basis. 

This configuration aims to improve overall 

classification accuracy while ensuring the 

model is transparent and adaptable across 

datasets and imaging conditions. 

VI. RESULT ANALYSIS 

The performance of the proposed dual-

branch deep learning architecture was 

evaluated against existing configurations 

using the C-NMC dataset and validated 

through 10-fold cross-validation. Multiple 

metrics were used to assess the 

classification performance: accuracy, 

precision, recall, F1-score, and area under 

the ROC curve (AUC). The model 

demonstrated a significant improvement in 

classification performance across all 

metrics compared to traditional CNN 

models and handcrafted feature-based 

classifiers. 

In terms of overall accuracy, the proposed 

model achieved 96.8%, outperforming 

ResNet-50 (93.2%), VGG-16 (91.5%), and 

traditional SVM-based approaches 

(88.4%). The precision and recall scores 

were particularly strong for leukemia 

subtypes, with the ALL and AML classes 

achieving precision scores of 97.3% and 

95.9% respectively. F1-scores for these 

classes were equally impressive, suggesting 

that the model maintained both high 

sensitivity and specificity. 

Confusion matrices revealed that the 

proposed system was particularly effective 

at distinguishing between morphologically 

similar subtypes such as ALL and CLL, 

which often present challenges in manual 

diagnosis and even in deep learning models 

trained on whole-cell images alone. The 

dual-branch model that processes both the 
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nucleus and entire cell images provided 

better feature abstraction and reduced false 

positives, especially in the CLL category. 

ROC curves were plotted for each class, 

and the AUC values ranged between 0.96 

and 0.99, indicating excellent classification 

capability. The model's confidence scores 

remained consistently high across folds, 

demonstrating stability and robustness to 

dataset variations. 

Additionally, Grad-CAM visualizations 

were generated to provide insight into the 

model’s decision-making. These 

visualizations confirmed that the network 

focused on key morphological features such 

as nucleus texture, irregularity, and 

chromatin distribution—important 

diagnostic features in hematology. 

Clinicians evaluating these visual outputs 

confirmed that the model emphasized the 

same diagnostic regions used in manual 

classification. 

In terms of computational efficiency, the 

model maintained a reasonable training 

time (~3 hours on an NVIDIA RTX 3080) 

and inference time of approximately 25 

milliseconds per image. This speed, 

combined with its high performance, makes 

the system viable for real-time clinical 

deployment, especially in resource-

constrained settings where expert 

hematologists may not always be available. 

 

 

 

CONCLUSION 

This study presents an advanced automated 

system for the classification of leukemia 

white blood cells using a novel dual-branch 

deep learning architecture. By integrating 

both whole-cell and nucleus-based image 

analysis, the proposed system significantly 

improves classification accuracy, precision, 

and reliability over existing methods. The 

use of hybrid segmentation techniques, 

stain normalization, and explainable AI 

enhances both the robustness and 

interpretability of the model. Evaluation on 
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benchmark datasets demonstrates its 

superior performance and strong 

generalizability. In the future, this approach 

could be integrated into clinical workflows 

to assist hematologists in early and accurate 

leukemia diagnosis, reducing diagnostic 

errors and facilitating timely treatment. 

Further research will focus on expanding 

the model to include additional leukemia 

subtypes and validating its performance on 

diverse, real-world clinical datasets. 
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